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Given a dataset D with m rows instances
and of columns FEATURES we want
to inartition D into g rub date notices
Ds Da Dg mich thet

i Instances belonging to the same
sub metaix are similar

Ii Instances belonging to different
iii metrics are not similar

OSI Sin clustering we don't ine
the class feature
It may only be made
for evaluating the result
obtained by the clustering
algorithm

Sf g ofclusters is known then
we have PARTITIONAL CLUSTERING ALGORITHMS

598 is not known we have to find
the optimal value of g



There are two possible approaches
to solve CLUSTERING

1 PARTITIONING ALGORITHM

We can start with 1 cluster
containing all the interns
of the dataset and then we

aartition it in smaller
clusters

2 AGGLOMERATIVE ALGORITHM

We start with m clusters
one for each instance and
merge them as needed



COOLCAT 08 00 1

Uses the context of entroxy
Based on the CLUSTERING ENTROPY
defined as
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where
Kes

KH Dk Phi log pti
Xi i th now of D

The basic idea is to minimize
the entroxy of the various clusters
Since the entropy is a measure of
dis similarity by minimizing it
we are trying to maximize the
similarity in the various clusters



The COOLCAT algorithm works by
knowing 8 in two phases

INITIALIZATION PHASE

Selects g instances that are
dis similar with rennet to
the d din inriend distance

SECONDPHASEL

For all n g remaining instances
do the following

select a remaining instance i

Add i to Ds end compute CES
Aold i to Da chol commute CEz

Add i to Dg ont commute CEg
Finely add e to the cluster 3
that minimizes CES



MAXIMUM LIKELIHOOD METHOD 29 00 1

statistical method ened to estimate
the manometers of a xrobability
distribution

Consider X discrete r v with
x m f Rdx 101 where 0 is the
parameter we want to estimate

Sm ML methods we estimate
the value of 0 with the value
that maximizes the LIKELIHOOD of 9
which is defined as

L O
i
P x IO DISCRETE CASE

L O in fx Xi O continuous case

where Xs Xm form an i i d
sample with amf PxCHOI



Intuitively the likelihood of 0 given a

marmite Xs Xmas is the nobbility
thet O is the parameter of the dirt
given we have observed Xs Xm

The M L method tries to find
angnax LEO
0

Thet is the value of 0 thet
maximizes the invbubility of
observing Xs Xm

EXAMPLE OF M L

If we assume X N Lu oh thot is

BCH e THEY

then we are interested in
estimating

in 52



It can be moved that

in In Exi stuff
i

F In Lxi ie Ea Ece

Mixture
In a previous aythen example
had generated a dataset by mixing
observation generated by two different
normal distribution

Whenever a marmite is obtained by
mixing different rolls we talk about
mixtures since the mole at the marmite
is a mix of various Rolfs

If we mix different gauniens
then we have a Gaussian mixture



Sf we mix g different multivoniuted
Garnier each of which hes

NIK mein rector of Ek

Ek covariance matrix of Ik

then we have g roll hearing a

multivariate freemium density

8k I SCI l Ek Ek

rf
et

In this setting our dotaret
is no longer generated by a

single roll Given In instance we
don't know which Rdf was used to
generate tht instance

The problem of finding the roll used to
generate em instance can be formalized
as a CLUSTERING or CLASSIFICATION anthem



we then introduce a latent
dinute n v Lts NOT OBSERVABLE

The r v is useful to model
a detonet generated with a

Gaussian mixture

Sm inarticular we define
it as follows
2 index of adf used to

generate the instance

with 2 we can thus model
the belonging of each instance
to a marticular idf

Sf 2 L then the internee was

generated from Ss LII



thing 2 we can write the mole
of any instance of the detouet es follows

SCI Pz K KCI

Pz K S Il Ek Ek

notice that the net of
nanometers for this roll is

I Is E s Pz t Meg Eg Pz s

which means that we need to estimate
many scalar values

Q How many co ordinates dos Is here
ol Therefore drei t we need to estimate

d g t g t d2 8 solar values



Let us now define the likelihood
function

L E P DIE mulbility of
observing the
whole dataset
given the net
I aarameters

In our case we have that

LCO PEDI E
m

IT SCxi
i L Lp i th now I

detonet
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If our dotard is generated from a

Gaussian Mixture then the best
clustering is obtained by estimating
the robe of the latent variable 2

The M L method can be used as a

statistical method for evaluating the
goodness of a set of clusters
In inarticular if after a step
the likelihood is layer then the
set of clusters is better than the
previous set of clusters



EVALUATING A
03.00 5

CLUSTERING ALGORITHM

We can use the class libel to
evaluate the performance of a

clustering process

In aarticular often we contacted
our clusters we can analyze the
class features of all the instances
that were grouped inside the same

clutter

The class feature is considered an

EXTERNAL MEASURE

We can measure the performance of
a cluster algorithm oho by ining
INTERNAL MEASURES Indeed given
K index of Inter
J index of the instance

in the cluster



We can define for each
cluster the mean and the variance

UK i In Xj

NI x Uk

The idea is to commute the
SPREAD of the cluster Thet is

2K YIKg
XF Uk

DISTANCE FUNCTION
EUCLIDEAN DISTANCE

We can then use the meal
to measure the goodness of e

set of clusters one of the most
common INTERNAL MEASURE is the
DAVES BOULDIN INDEX D Bi defined
as

DBI g1 Figg
di

S Ks Eu



SMALL Good clustering
DB 1 algorithm

A good Intering algorithm is one

thet
i minimizes the reread in every
cluster

i il the distance between the
centers of different clusters
should be large

As we can see the
boric block of clustering
forithm is a metric
that commutes the goodness
of a net of clusters We are
seen the following merformance
metrics

There are more1 Entropy boned than there
2 M L bowl three performance
3 DB't fore'd metric



For a given performance metric
there are several iterative algorithms
that can be med to build the centers


